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Abstract— Rearranging and manipulating highly deformable
bags is common in daily life, such as when we put food in
grocery bags or papers in backpacks or garbage in trash
bags. In contrast to rigid object manipulation, manipulating
deformable objects is challenging for robots due to complex
object configurations and dynamics. Furthermore, the task of
manipulating highly deformable bags introduces extra complex-
ities due to reasoning about 3-dimensional space. In this work,
we consider a novel task: grasping and lifting physical bags
to contain items. Using a bimanual ABB YuMi robot we test
three grasping methods, where positions are determined via a
human, a random baseline, and a baseline based on grasping the
leftmost and rightmost points of the bag (“Maximum Width”).
Across experiments where the YuMi grasps and lift bags to
contain a fabric and a cable, we perform 15 trials for each
method. Results demonstrate that the human has the best suc-
cess rates (14/15), followed by Maximum Width (10/15) and then
random (5/15). Supplementary material is available at https:
//sites.google.com/view/physical-bags/home.

I. INTRODUCTION

From putting school items in a backpack to arranging
groceries into bags, humans use bags, sacks, and other
similar 3D structures on a regular basis to efficiently contain
and transport multiple items. Translating this type of behav-
ior to robots, however, remains challenging. In contrast to
rigid object manipulation, deformable object manipulation is
challenging for robots due to infinite-dimensional object con-
figuration spaces, complex dynamics, and occlusions. While
prior work has advanced robot manipulation of deformables
for 1D tasks (e.g., configuring rope to targets [23], [34], [37],
[38]) and 2D tasks (e.g., fabric smoothing and folding [7],
[11], [21], [30], [36], [38], [19], [1]), manipulation of bags
with items has extra complexities due to its fundamental
3D nature. For example, bags might not be able to easily
stretch or smooth on a flat surface, and lifting bags with
items requires understanding if items will remain contained.

The main contribution of this paper is the formulation
of bimanual bag grasping and lifting. We assume that a
highly deformable bag is strewn on a workspace with most
of its opening visible from a top-down view, and where two
items are cast on top of the bag and have to be contained
(see Figure 1). Using a bimanual ABB YuMi robot, we
test three methods for determining the bag grasping points.
Results over 45 total trials, 15 per method, suggest that
grasping the leftmost and rightmost points is better than a
random baseline, but does not match human performance.
This motivates exciting avenues for future research.
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Fig. 1: Setup. We use a bimanual ABB YuMi robot with a PhotoNeo
RGBD camera mounted 0.8m above a cardboard surface. Before
each trial, we cast a highly deformable bag on the surface, then cast
a wrapped charger cable and a 5x5 inch fabric on top of the bag.
Given the camera depth image, the robot performs algorithmic or
human policies to determine where to grasp the bag. After grasping,
the robot lifts the bag upwards, and shakes its grippers to test
for robustness. We consider the trial a success if both items are
contained in the bag and do not make contact with the surface.

II. RELATED WORK

In this work, a “deformable” refers to an object whose con-
figuration cannot be adequately expressed as a 6-DoF pose.
Examples include ropes, strings, cables, clothing, blankets,
pillows, dough, sand, and liquids. While difficult, researchers
have designed methods for deformable manipulation, with
applications including knot-tying [10], [22], [28], surgical
suturing [32], dressing assistance [5], [6], [8], ironing [17],
laundry folding [18], [39], [20], bed-making [31], handling
granular media [27], [3], perceiving clothing texture [40],
and fabric upholstery manufacturing [25], [33]. We refer the
reader to [2], [26], [41] for surveys.

While there has been significant prior work in manipula-
tion of 1D structures such as ropes and 2D structures such as
fabrics [2], there has been little prior work on manipulation
of complex 3D structures such as bags and sacks. We use
the term “bags” to refer to any deformable object meant to
contain items. Some of the earliest research on robots ma-
nipulating bags include robots grasping and lifting bags with
pre-filled hazardous waste [12] or deformable material [13].



Fig. 2: Procedure for 1 Trial. The robot begins in a standardized home position. Given the bag and items on the surface (left), we
randomly choose a grasping method: Human Teleoperated, Random, or Maximum Width; for this figure, we show Human Teleoperated.
The method provides two grasping points (visualized with yellow “X”s), and we compute the principal grasp axes of the point clouds near
each grasping point to determine rotations. The robot moves its grippers above the grasping point with the grippers rotated (A), lowers
and closes them (B), raises grippers by 0.4 meters (C) and finally performs a shaking motion to test robustness of item containment (D).

Other work with robots and bags constrains the setup so that
bags experience limited deformations [9], [16]. A separate
research focus is on the mechanical design of robots for
grasping [14] or unloading [15] bags. Recently, researchers
have simulated bags and modeled their interaction with rigid
items [35], which can be used to predict a bag’s future
configuration. In this paper, we use a bimanual robot without
specialized end-effectors for an unstructured physical bag
that has be manipulated to contain items.

In among the most relevant prior work, Seita et al. [29]
propose a suite of deformable tasks using PyBullet [4]
simulation and among the tasks include several that require
a robot to open a bag, to insert item(s) in the bag, then to
lift and transport items to a target zone. Unlike this prior
work, we use real-world bags with physical robots. To the
best of our knowledge, this work is the first which addresses
physical robotic bag manipulation for item containment.

III. PROBLEM STATEMENT

A bimanual robot is fixed with two parallel-jaw end-
effectors, and uses a top-down RGBD camera to observe
a flat surface supporting one deformable bag with most of
its opening facing upwards, along with items strewn on
top of the bag’s exterior surface. We assume all points on
the surface are reachable by at least one of the two robot
grippers. The robot utilizes a 4-DoF action space1 for each
arm, and the action space is defined as the choice of two
4-DoF actions (one per arm):

a = (a(0),a(1)) (1)

where a(0) and a(1) operate under the same action space, so
without loss of generality, hereafter we describe a(0). We
parameterize the single-arm action as:

a(0) = (x, y, z, γ) (2)

1We also attempted full 6-DoF grasping per gripper, but the additional
degrees of freedom did not show benefits for the experimental setup and
made enforcing safety requirements more complex.

where x, y, z represent the end-effector tip position and γ
represents the angle of rotation about the z-axis for a gripper
pointing downwards. The task is then posed as determining
a function π that, given a visual observation o ∈ O from a
top-down RGBD camera, determines an action a to take.

We define a trial as an instance of the task. Each trial
consists of one robot action, where it moves both grippers
simultaneously to grasp the bag, then lifts the grippers by
a fixed height. The robot finally shakes the grippers to test
whether the bag is robustly grasped, and whether the items
are robustly contained. If, after shaking, all items have been
transported off the surface and stay contained in the bag or
remain in midair, the trial is considered a success.

IV. METHODS

We use the bimanual ABB YuMi robot and test the
following 3 methods for grasping the bag:

1) Human Teleoperated: a human decides the grasping
points by selecting pixels on a click interface.

2) Random: randomly sample two points of the bag.
3) Maximum Width: set the grasping points to be the

leftmost and rightmost regions of the bag.
To avoid collisions between the arms, all 3 methods

enforce a minimum distance threshold for the two grasping
points. We test Human Teleoperated to get an upper bound
on performance, Random to obtain a lower bound, and
Maximum Width to investigate the reliability of grasping at
the left and right ends to contain items. The surface is longer
in the left-right direction with respect to the robot’s base;
thus, the bag tends to be stretched more in this direction.

For all methods, the robot executes top-down grasps for
both grippers by first obtaining a depth image of the bag
and items and extracting the resulting point cloud. Given the
desired real world position for the left and right grippers,
we perform a flood fill algorithm [24] to detect a set of
local points about both grasping points, and compute the
principal axes of these points. We then project these axes to



Fig. 3: Three examples of starting configurations for a trial (one
per row). Each row has three types of images, from left to right:
photo of the scene taken from an external third-person view, the
depth image from the robot’s camera, and the “bag mask” used to
determine bag and item pixels for Maximum Width and Random
methods. The depth and bag mask images are from the same top-
down angle. All photos are cropped and zoomed-in for clarity.

the xy-plane to ignore any z-coordinate. At the end of this
process, the robot lifts and then shakes the bag with both of
its grippers, one after another, by rotating about the wrist axis
pointing to the robot’s left. See Figure 2 for a visualization.

V. EXPERIMENTS

We use a double-layer Repurpose 3-Gallon Compostable
trash bag, due to high deformability, suitable size and weight,
and ease of point cloud detection. The double layer helps to
increase thickness to reduce the chances of the bag slipping
from the gripper. We test with a 2 meter iPhone charger cable
and a 5x5 inch fabric (used in [11], [30]). For each trial, we
engage in the following protocol:

1) We initialize the bag with starting configurations that
have most of the bag opening facing upwards

2) We drop the cable and fabric from 0.4 meters at a point
above the bag opening. See Figure 3 for representative
examples of starting configurations after this step.

3) We randomly choose one of the 3 methods from
Section IV and execute it. This is done after setting
the starting configuration to avoid bias.

4) We judge success or failure based on whether the bag
and both items are entirely above the surface and do
not make contact after the shaking motion.

We run for 45 total trials, with 15 for each method. The
project website has videos of the trials.

VI. RESULTS

Table I reports success rates, where Human Teleoperated
has the best performance with a 14/15 success rate, while
Maximum Width is next at 10/15, and Random is last with
5/15. The results suggest that the choice of grasping method
has a significant impact on performance.

Fig. 4: Qualitative Observations. Left: Maximum Width can lift
the bag to support items, but the bag’s cavity might not be as
large compared to when the robot grasps at the bag opening
edges, in contrast to Figure 2’s example. Right: the bag can slip
from grippers, typically when grasping at a thin layer. Here, using
Random, the cable touches the surface after shaking. For Table I
purposes, the left shows a success and the right shows a failure. In
both cases, we overlay the starting configuration to the lower left.

TABLE I: Bag grasping and lifting results. We run 3 methods for
determining the grasp points (Section IV). A success is counted as
whether at least one gripper holds the bag in midair and both items
(the cable and fabric) also remain in midair and do not touch the
surface after the shaking motion of grippers.

Algorithm Success

Human Teleoperated 14/15
Random 5/15
Maximum Width 10/15

Qualitatively, the human is effective at picking grasp
points that lead to item containment, which may stem from
strong priors on how gravity works and how items interact
with bag edges. See Figure 2 for an example frame-by-frame
overview of the Human Teleoperated method. Maximum
Width is less effective than Human Teleoperated; it picks at
the leftmost and rightmost points of the bag, which is often
not the same as picking at the bag opening’s edges. This can
lead to a smaller cavity to contain items, though this can
still sometimes lift items off the workspace (see Figure 4).
In other cases, the robot was only able to lift the bag with
one of its grippers. This typically happens when a gripper
grasps a thinly-layered area of the bag, making it difficult
to experience a firm grip. This can result in either a success
or a failure. For example, Figure 4 shows that the Random
method was only able to lift with one gripper, which caused
the cable to make contact with the surface (i.e., failure).

VII. CONCLUSION AND FUTURE WORK

We formulate a system and report initial experiments for
a one-step physical bag grasping and lifting motion with a
bimanual ABB YuMi robot. We plan on expanding subtasks
to include bag opening and item insertion, while widening
the range of bag and item types. In future work, we will
use a learning-based approach to increase generalization and
address observed failure cases. We will also incorporate
the use of human-in-the-loop policies to assist physical bag
manipulation and apply curriculum learning to guide and
stabilize learning. We look forward to discussing this with
the workshop participants.
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